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Feedforward Neural Networks In The Classification Of Financial Information
Abstract
Financial research has given rise to numerous studies in which, on the basis of the information provided by financial statements, companies are classified into different groups. An example is that of the classification of companies into those which are solvent and those which are insolvent. Linear discriminant analysis (LDA) and logistic regression have been the most commonly used statistical models in this type of work. One feedforward neural network, known as the multilayer perceptron (MLP), performs the same task as LDA and logistic regression which, a priori, makes it appropriate for the treatment of financial information. In this paper, a practical case based on data from Spanish companies, shows, in an empirical form, the strengths and weaknesses of feedforward neural networks. The desirability of carrying out an exploratory data analysis of the financial ratios in order to study their statistical properties, with the aim of achieving an appropriate model selection, is made clear.
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I. INTRODUCTION

Since the pioneering work of Altman (1968), linear discriminant analysis (LDA) has been the most commonly used statistical model in the prediction of corporate failure. However, its application is hampered by a series of restrictive assumptions and it suffers from a limited discriminatory power. Neural networks have been proposed to complement or substitute for traditional statistical models. White (1989), Cheng and Titterington (1994), Sarle (1994) and Ripley (1994) provide much insight into the statistical components of neural networks.

The multilayer perceptron (MLP) is one of the most well known and widely used models of artificial neural networks. Gallinari, Thiria, Badran and Fogelman-Soulie (1991) have demonstrated the relationship between LDA and MLP. Bell, Ribar and Verchio (1990), Hart (1992), Yoon, Swales, and Margavio (1993), Curram and Mingers (1994), Wilson and Sharda (1994) and Altman, Marco and Varetto (1994) have compared the classifying power of different statistical tools and of MLP. Feldman and Kingdon (1995) have surveyed some of the research issues used in applying neural networks to real-world problems and review a number of neural network financial applications.
The aim of this paper is to show, in an empirical form, the strengths and weaknesses of the MLP in the prediction of corporate failure. The paper is organised as follows. In Chapter II we describe the traditional statistical methodology used for the classification of financial information. We briefly describe LDA and logistic regression. We present the single-layer perceptron, a neural network which is capable of representing functions which are linearly separable, being comparable with LDA and logistic regression. By adding a hidden layer we obtain the MLP, a model which is capable of separating linearly nonseparable patterns.

Chapter III presents an empirical study making use of data on the Spanish banking system.  The study, whose starting point is an exploratory data analysis of the financial ratios, is based on the classification of companies into those which are solvent and those which are insolvent, using LDA, logistic regression and MLP. The results obtained using the Jackknife technique are very similar. A first approximation to the study of the internal connections of the neural network is made, with coherent and promising results being obtained. A network trained with accounting items allows us to build structures which are similar to financial ratios. The conclusions are set out in Chapter IV.

II. THE CLASSIFICATION OF FINANCIAL INFORMATION USING MULTIVARIATE MATHEMATICAL MODELS.

II.1 Linear Discriminant Analysis and Logistic Regression.

The objective of LDA is to obtain a Z indicator which discriminates between two or more groups,

Z =  EQ \I\su(;; Wi*Xi) 
where Xi are the variables, in our case financial ratios and Wi are the parameters which it obtains. LDA represents a significant advance over univariate models by making it possible to handle a number of variables simultaneously. It allows us to determine which variables are relevant in order to classify the data, as well as to obtain linear combinations of the variables which define certain regions. Altman (1968) used this capacity to classify companies into two groups, namely solvent and insolvent companies, according to whether this indicator was greater or smaller than a given value. Subsequently, other authors have used this technique with success in studies on the prediction of bankrupcy and it has also been applied to studies on credit ratings, bond ratings and other financial classifications. Altman, Avery, Eisenbeis and Sinkey (1981) provide abundant examples of the application of this technique.
Proper use of LDA requires a series of assumptions to be set. First, it assumes a normal multivariate distribution of the variables. Additionaly, the variance and covariance matrices of the groups have to be similar. If these assumptions are complied with, then the method is optimum. Eisenbeis (1977), amongst others, has explained the limitations which non compliance with these assumptions supposes. To the limitations supposed by the described assumptions can be added its incapacity to discriminate linearly nonseparable regions. Nonlinear discriminant analysis has been proposed to overcome this problem, generally based on quadratic or Bayesian functions. However, in practice this has not substantially improved the model when dealing with accounting information, see, for example, Zavgren (1983) or Sudarsanam and Taffler (1985).

Logistic regression has been another multivariate statistical model widely used in empirical research. Logistic regression performs the same task as LDA. However, there are differences between the models. The logistic regression uses a sigmoid function that provides an output between 0 and 1, which can be easily interpreted as a probability of belonging to one group and is very appropriate for studies on bankruptcy. It is sufficient to assign 0 to those entities which are bankrupt and 1 to those which are solvent. More important is another difference, namely how this model obtains the coefficients. LDA generally uses a method based on Wilks's Lambda, a statistic which takes into consideration both the differences between groups and the cohesiveness or homogeneity within groups. Logistic regression uses a probabilistic method based on maximum likelihood. This means that it is not necessary for some of the restrictive assumptions of LDA to take place. Note should be taken of the fact that, despite these differences, both LDA and logistic regression obtain very similar results in practical applications with financial information, see Ohlson (1980), Haggstrom (1983) and Lo (1986).

II.2. Feedforward Neural Networks: the Perceptrons.

A neural network is made up of layers of information processing units called neurons. Each neuron performs a simple weighted sum of the information it receives. The weightings or coefficients are called synaptic weights in neural network jargon. A transfer function is applied and an output obtained which, in turn, serves as an input to another layer of neurons. The transfer function usually belongs to the sigmoid family, but it can also be a linear function.
Neural networks differ basically with respect to the number of layers, the direction of the information flow and the method of estimation. The most commonly used models derive from Rosenblatt's perceptron (1958), which belongs to the class of so-called non feedback in layers networks, or feedforward networks. The structure of the perceptron is that of a neural system constructed in layers, where the information flows from the input layer towards that of the output. It should be noted that the perceptron is hardly neural, in the sense that there is very little going on in the brain that works like a feedforward network.

We can note how the LDA can be seen as a particular case of the perceptron with a single layer and a single neuron, whose transfer function is linear. In this case the values of the synaptic weights are the values of the coefficients of the function obtained and, as with LDA, the predicted value it supplies must be very similar, see Gallinari, Thiria, Badran and Fogelman-Soulie (1991). If the transfer function of the perceptron is a standard logistic function, then the results will be very similar to those obtained by logistic regression. The differences between the perceptron with a single layer and a single neuron, whose transfer function is linear or logistic, and LDA or logistic regression, respectively, lie in the different methods used in order to obtain the coefficients.

The single-layer perceptron, a model used in the 1960's, is not capable of representing non-linear functions, as was demonstrated by Minsky and Papert (1969). The problem was to find a learning rule capable of obtaining the values of the coefficients (synaptic weights) when hidden layers are present, as is the case of MLP. Werbos (1974) was successful in this search, although it was Rumelhart, Hinton and Willians (1986) who developed it. It has been given the name back propagation and it takes the form of an iterative algorithm which uses the technique of gradient-like descent to minimise an objective or error function which measures the difference between the predicted value (output of the network) and the dependent variable (target). With respect to shortcomings, we must point to the danger of overfitting, the slow speed when working with a conventional computer and the possibility of remaining bogged down in local minimums. It is not an optimum method, as is the case with LDA when the assumptions are complied with. However, MLPs can be trained with general purpose nonlinear modeling or optimization programs, see Sarle (1994).
Hornick, Stinchcombe and White (1989) have proved that under certain weak conditions, multilayer feedforward networks perform as a class of universal approximators; we find ourselves, therefore, dealing with a type of general purpose tool. It is not often noted by advocates that MLP's are not the only class with this property, which is shared, for example, by projection pursuit regression; see Friedman and Stuetzle (1981), or by systems based on fuzzy logic; see Kosko (1991).

III. THE PREDICTION OF CORPORATE FAILURE: AN EMPIRICAL APPROACH.
Jones (1987) reviewed current techniques in failure prediction. Both LDA and logistic regression have been the most commonly used tool in the prediction of corporate failure. As they share the same mathematical basis, they obtain similar results, as was found early on by Ohlson (1980). Frydman, Altman and Kao (1985) used recursive partitioning, a model based on pattern recognition. Srinivasan and Kim (1987) have proposed a model based on goal programming and the analytic hierarchy process (AHP).
More recently, Mar-Molinero and Ezzamel (1991) and Mar-Molinero and Serrano (1993) have proposed a system based on multidimensional scaling (MDS) for the prediction of bankruptcy, one which is more intuitive and less restrictive with respect to the starting assumptions. MDS visually classifies bankrupt and solvent firms, so that the decision making process is enriched and more intuitive. With the same aim, Martín and Serrano (1993 and 1995) and Serrano (1996) have proposed applying another neural model, namely self-organizing feature maps (SOFM), also obtaining promising results. This neural model tries to project a multidimensional input space into an output space in such a way that the companies whose ratios present similar values appear close to one another on the map which is created.
MLP has been used in studies on company failure carried out by Bell, Ribar and Verchio (1990), Tam and Kiang (1992), Odom and Sharda (1993),  Curram and Mingers (1994), Wilson and Sharda (1994) and Altman, Marco and Varetto (1994). In order to compare LDA with MLP, we have carried out an empirical study on the classification of companies into two groups, namely the solvent and the insolvent.

III.1 The Exploratory Data Analysis.

In the Spanish banking crisis of 1977-1985, no fewer than 58 out of 108 Spanish banks were in crisis, involving 27 % of the external resources of the Spanish banking system. This critical situation has been compared to the crash of 1929 in the USA. We have chosen this practical case because of the existence of earlier empirical studies with which to compare our results, namely those of Laffarga et al (1988), Rodríguez (1989), Pina (1989), Mar-Molinero and Serrano (1993) and Martín and Serrano (1993 and 1995). Appendix A provides the data base used in our study made up of 66 Spanish banks, 29 of them in bankruptcy and the rest solvent.
Pina (1989) developed an extensive list of ratios, chosen from amongst those most commonly employed in empirical research.  This broad group was introduced into a regression model with the aim of obtaining a first approximation on the explanatory capacity of each ratio.  In this way Pina (1989) selected the nine ratios which appear in Table 1. The first three are liquidity ratios, whilst the fourth measures the self-financing capacity of the bank. Ratios five, six and seven relate profit to various items on the Balance Sheet. Ratio eight relates the cost of sales to sales and ratio nine relates the Cash Flow of the bank to the debts.

[Table 1 about here]
In the case of research into company failure, it is necessary to carry out, a priori, an exploratory data analysis of the variables in order to be able to select the most appropriate statistical model. Beaver (1966) studied the means of a series of ratios of bankrupt and solvent firms. However, the mean is not sufficient in order to determine the distribution of a ratio. Thus, we have also obtained the box and whiskers plots. The information which they provide is greater, in that we obtain not only a central value, mean or median, but also certain information on the distribution of the data. The box includes 50% of the data and each line includes 20%. If the median is not in the centre of the box, this means that the observed values are skewed. It also serves to detect the presence of outliers, which can distort the mean and, in general, the distribution of the ratios, which is very important when we use specific multivariate statistical models such as LDA. Mar-Molinero and Ezzamel (1990) applied this intuitive technique to study the distributions of 9 ratios for 1,600 firms in the United Kindgom.

Figure 1 shows the box plots of the 9 ratios for the 66 banks. The box plot of both the solvent and bankrupt firms has been drawn for each ratio. The discriminatory power of each one of the ratios can be clearly seen. We can note how in the liquidity ratios, (R1, R2 and R3), that, although the median is higher in solvent companies, there is a high percentage of bankrupt companies, close to 30%, which present a higher value for these ratios than those presented by solvent companies. Ratio 4 better discriminates company failure. The box of the solvent companies is above the median for bankrupt companies. There is hardy 10% of solvent companies which present values proper to insolvent ones and viceversa.

[Figure 1 about here]
The discriminatory power promises to be even better with the profitability ratios, (R5, R6, R7, R8 and R9), although the existence of outliers, which can be visualised in the box plots, means that we cannot draw any conclusions from this first analysis. We have used a procedure based on Tchebyschev inequality, which has allowed us to identify 5 companies as outliers (banks 14, 17, 24, 47 and 57 of Appendix A). In order to complete the study of the classifying power of each variable, a univariate analysis was carried out, the results of which appear in Table 1. For each financial ratio, the univariate statistics test for the equality of the means of the two groups. A Wilks' Lambda close zero indicates that group means appear to be different. As can be seen, profitability ratios are the variables whose mean is most different as between solvent and failed banks, results which are coherent with those provided by the F-ratio.
Mar-Molinero and Serrano (1993) have analysed the same 9 ratios by way of factor analysis. They obtained three or four factors, but only two of them were associated with the probability of failure. The first was identified with the profitability ratios (ratios 5, 6, 7, and 9) and, indeed, in their study it is this dimension which explains corporate bankruptcy. The second gathers the first three ratios, all of them related to the liquidity of the company. In the particular case of Spanish banks, liquidity has been a complex, non linear influence as a determinant factor in the crisis, because of the existence of creative accounting in a significant number of bankrupt banks, which accounted for costumer insolvencies in current assets, as was reported by Pina (1989). This non linear influence is not surprising; nonlineality is often present in the decision models which handle financial variables, as can be seen in the studies of Kennedy, Lakonishok and Shaw (1992), amongst others.
Finally, the box plots also give us some idea of the form and symmetry of the distribution, albeit incomplete, so that we have applied a normality test, namely that of Kolmogorov Smirnov. As can be seen in Table 1, in five of the nine ratios analized, specifically ratios 4, 5, 6, 7 and 8, the normality hypothesis has been rejected.

III.2 Study of the complete sample.

In studies devoted to the phenomenon of bankrupcty it is very often the case that all the available sample is used to obtain the discriminant function or, if appropriate, to train the neural network. The percentage of correct classifications is usually very high. However, this is not a valid procedure, because all the cases we have used for the test have been used to obtain the discriminant function. This procedure has even less to recommend it when working with the neural network. The great capacity of MLP to represent functions is, paradoxically, one of its greatest dangers. If we train the neural network with the same patterns with which we will subsequently carry out the test, and given the excellent properties of the model to approximate functions, we will probably obtain some extraordinary results which, nevertheless, cannot be guaranteed as having been generalised by the network. We could find ourselves in a situation of overfitting, that is to say, where the model learns all the sample but does not possess a generalising capacity, a situation which is translated into a poor predictive capacity.

For this reason, the aim of this section is not to study the accuracy of each model, but rather to study the functioning of the MLP and its similarities with the statistical models. Table 2 shows the number of misclassifications and the percentage of correct classifications. When this test was performed, eight misclassifications were obtained with the LDA. The LDA has been applied using model selection, following a stepwise procedure that caused the rejection of ratio No 7. Appendix B shows the values of the Z scores for each bank.

[Table 2 about here]

A single-layer perceptron with a linear transfer function in the output layer was designed. It was trained to learn to recognise bankrupt companies with an output equal to -2 and to recognise solvent companies with an output equal to 2. The results are set out in Table 2; seven misclassifications were obtained. We have obtained some Z scores which are very similar to those obtained using LDA, see Appendix B. The slight differences can be explained by the different way of obtaining coefficients between LDA and MLP. The correlation between LDA and the single-layer perceptron emulating LDA is 0.99, see Table 3. The result is fully consistent with that obtained by Gallinari, Thiria, Badrán and Fogelman-Soulie (1991), where the perceptron was also designed to emulate the LDA. In their empirical study both models produced the same errors.


[Table 3 about here]
The next column of Appendix B contains the results obtained by way of logistic regression. Another column contains the results provided by single-layer perceptron with a single neuron in the output layer of which the transfer function is also the standard logistic distribution and whose output provides values in the interval [0, 1]. It has been trained to assign 0 to insolvent companies and 1 to solvent ones. The results are very similar to those provided by logistic regression. The correlation coefficient between the logistic regression and the single-layer perceptron emulating the logistic regression is also very high, specifically 0.977 (see Table 3). This is not surprising, giving that the transfer function of this neuron is the logistic. Again, the differences can be explained by the different method of estimation.
Table 3 also shows the correlation coefficient between LDA and logistic regression, which is 0.847. This final result is similar to those obtained by Kennedy (1992), in a work which compared LDA and logistic regression and where correlations of 0.852 were obtained.
Finally, a hidden layer has been incorporated, obtaining a MLP. An open question is to select the number of hidden neurons in the MLP. In general, it is recommended that the number of hidden neurons be the minimum that are capable of representing the problem and that the learning is stopped before the model tunes too much to the data. We must search for a compromise or equilibrium between generalisation and representation. In this type of classification problem, we suggest that the number of hidden neurons be no greater than the number of factors, dimensions or components of the problem. Mar Molinero and Serrano (1993) have found that, in this data set, there are basically three or four factors in the 9 ratios being used as predictors. This is why four neurons have been used in the hidden layer.

This MLP was trained to interrupt the learning when the average sum-squared error (ASSE) of the sample was 25, 15 and 5 percent. The ASSE, see Eberhart and Dobbins (1990, page 165) is obtained by computing the difference between the target value and the predicted value. This difference is squared and then the sum of the squares is taken over all output nodes. Finally, the calculation is repeated for each pattern. The total sum over all nodes and all patterns, multiplied by 0.5, is the total error. The total error is then divided by the number of patterns yielding the ASSE.
Given reasonable calculation times, the MLP will go on to learn all the patterns. Thus, as was expected, the neural network with four hidden neurons has managed to learn all the sample with zero errors, lowering the ASSE to 5 percent. Note pattern 54, a typical case of type II error. It presents some really bad ratio values (see Appendix A) and yet it did not go bankrupt. The Z score provided by the LDA and the single-layer perceptron emulating the LDA are negative (-1.25 and -1.04). Also, the logistic regression and the single-layer perceptron emulating the logistic regression give it values of 0.02 and 0.03, what means that the probability of bankruptcy was very high. Only the MLP, as it was left to learn the sample, has learnt to recognise this pattern, thus obtaining 1.01. Obviously, the results of the MLP have been "tuned" to the data, a situation which, in any practical application with MLP, must be avoided, because otherwise there is no guarantee that the model has been generalized.

III.3 The Jackknife Technique.
It is usual that this type of study is carried out by dividing the sample equally into two groups. The first of these is used to extract the discriminant function or to train the neural network, whilst the second serves as the test. However, the use of this method has several inconveniences, given that we take advantage of only half of the information. Cross validation can be applied in order to obtain a more reliable estimation, that is to say, the repetition of the experiment several hundred times with different sample-test pairs.

Other techniques include the bootstrap and the jackknife. The bootstrap, starting from the n cases of the original sample, generates a high quantity of samples of n size. This is a method which demands great effort on the part of the researcher, although it is one to be highly recommended, having been applied in empirical research into accounting by Marais, Patell and Wolfson (1984). The application of jackknife requires that, starting from the n cases of the original sample, we obtain n samples of size n-1. The first sample is made up of all the cases except the first, which serves to carry out the test. The second is made up of all the cases except the second, with which we carry out the test, with this pattern being repeated successively.

We have chosen to apply the jackknife technique. Although bootstrap and cross validation tend to offer slightly better results, the jackknife technique has been frequently applied in empirical financial research, including research into the prediction of company failure, such as that carried out by Tam and Kiang (1992). In our specific case, the application of this technique supposed the performance of LDA on 66 occasions and the training of 66 neural networks.
Whilst LDA or logistic regression pose the problem of appropriate model selection, the transformation of the input variables, etc., we can see that MLP is not itself free of problems: specifying the transfer functions, the number of neurons, the number of layers, when to stop the learning, etc. These are problems which theoretical studies on neural networks have yet to solve. A review of these problems and the proposed solutions can be found in Feldman and Kingdon (1995).
As stated earlier, it is a frequent error for the MLP to learn the sample excessively; see Ripley (1994) for a wide-ranging exposition of this subject. In order to fix the level of admitted error, we have carried out numerous tests with different random samples of different sizes. In our case, we obtained the best results when admitting 20 percent of the ASSE in the learning of the sample. Increasing the number of hidden neurons and reducing the error to 1 percent means that the network learns all the sample well, but that very often it does not obtain good results in the test.

The jackknife technique was applied to both LDA and MLP. LDA produced nine misclassifications. In percentage terms, this means 86.36 percent accuracy over 66 companies, see Table 2. The MLP, with four neurons in the hidden layer with a hyperbolic tangent as the transfer function and one neuron in the output layer with a linear transfer function, was trained to recognise bankrupt companies with 0 and solvent ones with 1. In order to avoid overfitting, it was left to learn until the ASSE was of 20 percent. Four misclassifications were obtained. In percentage terms, this supposes 93.94 percent accuracy. The MLP has improved the classification capacity of the LDA by 7.58 percent. It should be noted that when we carried out the MLP with all the cases, then zero companies had been erroneously classified. That is to say, the application of this technique has served to detect a further four badly classified companies. Appendix B shows the results of applying LDA and MLP to each one of the 66 tests.
The justification of the results obtained can be found in the exploratory analysis of the ratios carried out in section III.1. The presence of outliers, non normality of ratios and non linear relations is responsible for the largest number of errors obtained by LDA. Eliminating the outliers, as in the case of Kennedy et al (1992), or making a correct tranformation of the financial ratios, as in Trigueiros (1991), or incorporating non linear relations, as in Mar-Molinero and Serrano (1993), will lead to an improvement of the results from LDA or logistic regression.

Emphasis should be placed on the stability of the results obtained with the MLP. In the same way that the LDA badly classified seven or eight companies, the MLP gave habitually bad classification to three or four, with these being the same as those which failed in the test. It should be noted that in other studies, such as those by Altman, Marco and Varetto (1994), the MLP results are not so stable.

III.4 A study of the synaptic weights.
In this section, we carried out the LDA to all cases. It discovered the following function:

Z = 76.05X1 - 9.07X2 - 64.72X3 + 19.94X4 -62.59X5 +0.48X6 -2.22X8 +170.87X9 -0.44

The study of the coefficients is one of the strengths of the statistical models, as compared to neural models. The latter are often accused of acting as "black boxes", that is to say, it is impossible to know the type of function which underlies the model. However, we know that the neural model also provides certain coefficients, namely the synaptic weights. Much research remains to be done with respect to the synaptic weights of the networks. Gallant (1993) has introduced the idea of Connectionist Expert Systems which can help to interpret the results obtained in small networks. In our case, we have used an MLP with two neurons in the hidden layer, as represented in Figure 2. This Figure shows the values of the synaptic weights with the highest absolute values.

[Figure 2 about here]

Various techniques exist to analyse which variables are relevant for the neural network. Masters (1993, page 187) cites various techniques, namely an examination of the synaptic weights, Hinton diagrams, group analysis and sensitivity analysis. Yoon, Swales and Margavio (1993) propose calculating the RS statistic, which is frequently employed in multivariate analysis, in order to calculate the relation between one input and one output. Given the simplicity of the neural network used, we have opted for the simple examination of the synaptic weights, despite the limitations which this technique presents.
From a simple observation of the synaptic weights, we can see how the first hidden neuron relates to the liquidity ratios, mainly to ratio 1. However, the  synaptic  weight  of  the  second neuron (0.48 as against -0.037) is more important as an absolute value, which is associated with ratios six and nine. These are the profitability ratios which, as is made clear in the exploratory data analysis in Section 3.1, present a greater discriminant power. The results obtained are coherent with those in the previous studies carried out by Mar Molinero and Serrano (1993) who, as stated earlier, applied factorial analysis over this same data. Mar Molinero and Serrano found that the first three factors accounted for 93.3% of the variance, the first factor accounting for 52.9% of the variance, the second for 28.4%, and the third for 12.1%. Their study showed the first factor to be associated with profitability, and the second to be associated with liquidity.

III.5 Internal representations
There has been much discussion on the suitability of using ratios in statistical models. Although they have the advantage of summarising complex accounting statements in a few parameters, their distributions are not always known. They allow us to compare companies of different sizes; however, to standardise variables by size is not always desirable, particularly in studies on corporate bankruptcy, given that smaller firms bear considerably more risk of financial failure than larger ones (Rees, 1990 page 124). We have carried out a logistic regression with the eight accounting items available to us, rather than on the ratios, obtaining three misclassifications. When submitting a neural network with eight neurons in the input layer and one in the hidden layer to the same test, two misclassifications were obtained.

Trigueiros (1991) has applied this approach on the basis of accounting items to obtain some internal representations that are similar to financial ratios . In his paper, he proposes a series of changes to the training of the network. We have simply limited ourselves to observing, in general terms, the values of the synaptic weights. Figure 3 shows the results given by the neural network.


[Figure 3 about here]

As can be easily observed from the synaptic weights figure, the neural network has found some direct relationships between Net Income and Depreciation, on the one hand, and inverse relationships between Total Assets, Total Equity Capital and Current Assets, on the other. This is coherent with our earlier confirmation, namely that on this occasion it was the profitability ratios that were most closely related to bankruptcy. Following Trigueiros, we can, for instance, interpret the ratio obtained as:

 EQ \f(Net Income * Depreciation;Total Assets * Total Equity Capital * Current Assets) 
The study of the synaptic weights in networks trained with data can be interesting in that, starting from n accounting items, we can, in principle, obtain (n2-n) ratios and, further, because in the area of Financial Analysis we do not always have a theory or praxis available to us which tells us what ratios are the most appropriate. In empirical research, the usual practice has been to employ the ratios used by other authors from other countries in other types of work. A first approximation in the selection of ratios can be obtained with the method proposed by Trigueiros. Furthermore, there are many microareas in Financial Analysis where the theory or praxis available to help us in the selection of ratios is less developed, such as in the analysis of non-profit making entities, public entities, etc. and where this procedure might yeild very interesting results.

IV. CONCLUSIONS

Both linear discriminant analysis (LDA) and logistic regression have become some of the most commonly used techniques of multivariate analysis. Their capacity to discriminate between different groups makes them particularly appropriate for the study of bankruptcy. In this paper, we have tested both LDA and logistic regression with a feedforward neural network, namely the multilayer perceptron (MLP). On the basis on this testing, we feel able to draw several conclusions.

In the development of a mathematical model for the prediction of the company failure, it is of the greatest importance to identify the characteristics of the financial information in order to determinate which statistical or neural model is the most appropriate. For this reason, we have carried out an exploratory analysis of the ratios. In the present case, the Spanish banking crisis of 1977-1985, the presence of outliers, the non-normality of several financial ratios and the non-linear relation between liquidity ratios and company failure argue, a priori, against the use of LDA and in favour of logistic regression and MLP. If, in the case of statistical models, a proper selection of the model to be use is a neccesary condition, it should also be said that neural networks are not themselves free of problems, namely the choice of the transfer function, the number of hidden layers, of neurons in the hidden layer or the time at which to stop the learning.

In the empirical study we have tested how, by changing the transfer function and the number of neurons, we can emulate LDA and the logistic regression with the neural model; that is to say, the LDA and the logistic regression can be interpreted as a particular case of a single-layer perceptron, although the three models use different methods for estimating the parameters. MLPs are usually estimated with an iterative algorithm, back propagation. The method to estimate the LDA coefficients is based on a comparison of the averages of the two groups. Logistic regression uses the maximum likelihood method. Furthermore, probabilistic methods have been developed to train MLP, in substitution for back propagation, but their advantages and inconveniences are not clear. This is a question beyond the scope of this paper.
In a first approach, the neural network was trained with the same patterns with which we subsequently carry out the test. Given the excellent properties of the model to approximate functions, we obtained some extraordinary results which, nevertheless, cannot be guaranteed as having been generalised by the network. Subsequently, the capacity of the LDA and the MLP was compared using the jackknife procedure, a much more appropriate validation technique. With this technique, the MLP also obtained various misclassifications, although the results continued to be slightly in its favour. The characteristics of the starting data (non-normality, non-linearity and the presence of outliers) justified this result.
In general, the neural structure is a flexible one, capable of adaptation to a large number of situations and allowing the incorporation of various outputs and the representation of non-linear functions, although it should be said that other complex mathematical models also achieve these objetives. For example, in the present case, the neural network was trained with accounting items to find internal representations in the hidden layers that are similar to ratios. This is a novel procedure which has not been sufficiently exploited and which could well be of use in new areas of financial research, where there is no prior knowledge of which ratios or indicators can be used as a starting point.
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Table1:  Exploratory Data Analysis of the financial ratios.
	
	
	Discriminatory power


	Normality test



	
	Financial Ratio
	Wilks's 

Lambda
	F.

statistic
	Two-tailed

probabilities
	K-S

statistic
	Two-tailed

probabilities

	R1
	Current Assets/Total Assets
	0.96
	2.07
	
0.1549
	0.73
	
0.6477

	R2
	Current Assets-Cash and Banks)/Total Assets
	0.99
	0.02
	
0.8830
	0.74
	
0.6321

	R3
	Current Assets/Loans
	0.96
	1.99
	
0.1629
	0.61
	
0.8449

	R4
	Reserves/Loans
	0.91
	5.83
	
0.0100*
	1.95
	
0.0010*

	R5
	Net Income/Total Assets
	0.82
	13.52
	
0.0005*
	2.88
	
0.0000*

	R6
	Net Income/Total Equity Capital
	0.81
	14.36
	
0.0003*
	2.90
	
0.0000*

	R7
	Net Income/Loans

	0.82
	13.59
	
0.0005*
	2.87
	
0.0000*

	R8
	Cost of Sales/Sales
	0.68
	29.27
	
0.0000*
	1.44
	
0.0305*

	R9
	Cash Flow/Loans
	0.59
	44.36
	
0.0000*
	1.22
	
0.1001


Small values of Wilks’s Lambda indicate that group means do appear to be different. F-statistic also tests for the equality of the two group means (d.f.=1.64).

The K-S statistic tests for the hypothesis of normality.

   *  Significant at the 0.01 level (two-tailed test). 
Figure 1 Box and Whiskers Plots a) of both the solvent and bankrupt firms. 
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a) The box includes 50% of the data and each line includes 20%.
Table 2. Number of misclassifications and percentage of correct classifications

	
	Col 1
	Col 2
	Col 3
	Col 4
	Col 5
	Col 6
	Col 7
	Col 8
	Col 9
	Col 10

	Bank
	Z (LDA)
	Z (MLP)
	P (logit)
	P (MLP)
	25%
	20%
	15%
	10%
	5%
	OUTPUT

	1
	-1.30
	-1.08
	0.03
	0.05
	0.06
	-0.10
	0.11
	-0.08
	-0.01
	0

	2
	-3.31
	-3.08
	0.00
	0.00
	0.00
	-0.02
	0.03
	0.03
	0.03
	0

	3
	-0.85
	-0.63
	0.04
	0.01
	-0.03
	0.18
	0.13
	0.07
	0.05
	0

	4
	-0.34
	-0.12
	0.36
	0.25
	0.24
	0.16
	0.05
	0.02
	-0.03
	0

	5
	-1.01
	-0.78
	0.09
	0.10
	0.11
	-0.07
	-0.10
	-0.07
	-0.08
	0

	6
	-0.56
	-0.35
	0.10
	0.02
	0.03
	0.27
	0.46
	0.19
	-0.01
	0

	7
	-1.16
	-0.92
	0.23
	0.30
	0.27
	0.22
	0.07
	0.02
	0.01
	0

	8
	-0.57
	-0.35
	0.30
	0.25
	0.25
	0.26
	0.01
	-0.10
	-0.04
	0

	9
	-1.07
	-0.85
	0.02
	0.02
	0.03
	0.00
	-0.17
	-0.22
	-0.08
	0

	10
	-0.68
	-0.38
	0.29
	0.53
	0.53
	0.32
	0.22
	0.18
	0.05
	0

	11
	-1.44
	-1.24
	0.00
	0.00
	0.02
	-0.03
	-0.15
	-0.07
	-0.02
	0

	12
	-2.21
	-1.95
	0.00
	0.02
	-0.11
	-0.11
	-0.06
	-0.04
	-0.01
	0

	13
	-0.56
	-0.31
	0.03
	0.11
	0.12
	-0.08
	-0.06
	-0.04
	-0.01
	0

	14
	-3.02
	-2.72
	0.00
	0.00
	0.12
	-0.02
	-0.02
	0.03
	0.03
	0

	15
	-0.70
	-0.49
	0.28
	0.51
	0.46
	0.39
	0.43
	0.30
	0.09
	0

	16
	-1.92
	-1.62
	0.00
	0.01
	-0.03
	-0.01
	-0.01
	-0.05
	-0.06
	0

	17
	-3.62
	-3.39
	0.00
	0.00
	0.03
	0.05
	0.04
	0.03
	0.03
	0

	18
	-1.65
	-1.42
	0.00
	0.02
	0.03
	0.20
	0.06
	-0.05
	0.01
	0

	19
	-0.57
	-0.31
	0.14
	0.31
	0.30
	0.08
	0.10
	0.08
	0.04
	0

	20
	-0.21
	0.04
	0.17
	0.27
	0.27
	0.20
	0.04
	0.03
	-0.01
	0

	21
	-1.82
	-1.60
	0.00
	0.00
	-0.02
	-0.17
	-0.06
	0.00
	0.02
	0

	22
	-1.12
	-0.90
	0.01
	0.01
	0.02
	0.16
	0.09
	0.06
	-0.06
	0

	23
	-0.71
	-0.48
	0.27
	0.23
	0.24
	0.05
	0.01
	0.05
	0.03
	0

	24
	-1.40
	-1.16
	0.00
	0.00
	0.00
	0.00
	0.02
	0.03
	0.03
	0

	25
	-1.08
	-0.87
	0.24
	0.42
	0.35
	0.03
	-0.17
	-0.14
	-0.04
	0

	26
	-1.44
	-1.22
	0.02
	0.06
	0.08
	0.25
	0.33
	0.20
	0.08
	0

	27
	-0.43
	-0.18
	0.15
	0.07
	0.08
	0.13
	0.12
	0.16
	0.13
	0

	28
	-0.57
	-0.28
	0.14
	0.19
	0.26
	0.14
	0.04
	-0.04
	-0.03
	0

	29
	-0.27
	-0.07
	0.73
	0.50
	0.42
	0.28
	0.26
	0.20
	0.07
	0

	30
	1.54
	1.81
	1.00
	1.00
	0.94
	0.98
	1.00
	1.00
	1.01
	1

	31
	2.32
	2.61
	1.00
	1.00
	1.03
	0.96
	1.00
	1.01
	1.01
	1

	32
	-0.41
	-0.17
	0.92
	0.86
	0.81
	0.78
	0.84
	0.92
	0.99
	1

	33
	0.66
	0.90
	0.98
	0.92
	0.90
	0.96
	0.97
	0.94
	1.01
	1

	34
	-0.57
	-0.33
	0.29
	0.09
	0.10
	0.32
	0.69
	0.97
	0.96
	1

	35
	0.27
	0.54
	0.95
	0.96
	0.94
	0.99
	0.98
	0.99
	1.00
	1

	36
	0.78
	1.03
	1.00
	1.00
	1.03
	1.02
	0.98
	1.00
	1.01
	1

	37
	2.74
	3.02
	1.00
	1.00
	1.07
	1.02
	0.98
	1.00
	1.01
	1

	38
	0.27
	0.50
	0.99
	0.98
	1.10
	1.13
	1.12
	1.09
	1.05
	1

	39
	-0.05
	0.17
	0.93
	0.89
	0.91
	1.10
	1.05
	1.04
	0.98
	1

	40
	0.72
	1.00
	0.98
	0.98
	1.04
	1.05
	0.08
	1.05
	1.01
	1

	41
	-0.21
	0.01
	0.59
	0.44
	0.40
	0.49
	0.63
	0.81
	0.98
	1

	42
	2.65
	2.92
	1.00
	1.00
	0.96
	0.99
	0.99
	1.00
	1.01
	1

	43
	0.51
	0.73
	0.98
	0.76
	0.66
	0.64
	0.73
	0.80
	0.89
	1

	44
	1.35
	1.60
	1.00
	1.00
	1.12
	1.02
	1.04
	1.03
	1.04
	1

	45
	1.34
	1.62
	1.00
	1.00
	1.03
	0.85
	0.98
	1.00
	1.01
	1

	46
	0.93
	1.22
	0.99
	0.96
	0.93
	1.01
	1.00
	1.00
	1.01
	1

	47
	2.34
	2.51
	1.00
	1.00
	0.87
	0.97
	0.98
	1.00
	1.01
	1

	48
	1.54
	1.79
	1.00
	1.00
	1.01
	1.04
	1.00
	1.01
	1.01
	1

	49
	2.36
	2.63
	1.00
	1.00
	1.01
	1.02
	0.98
	1.00
	1.01
	1

	50
	0.59
	0.87
	1.00
	1.00
	0.92
	0.98
	1.01
	1.01
	1.01
	1

	51
	-0.32
	-0.09
	0.69
	0.71
	0.69
	0.85
	1.06
	1.04
	1.01
	1

	52
	0.29
	0.50
	0.89
	0.80
	0.78
	1.05
	1.04
	1.08
	1.03
	1

	53
	-0.59
	-0.34
	0.97
	0.98
	0.97
	1.01
	0.99
	1.01
	1.01
	1

	54
	-1.25
	-1.04
	0.02
	0.03
	0.06
	0.26
	0.57
	0.83
	1.01
	1

	55
	3.37
	3.64
	1.00
	1.00
	1.02
	0.99
	0.98
	1.00
	1.01
	1

	56
	0.52
	0.77
	0.98
	0.87
	0.89
	1.17
	1.10
	1.03
	0.97
	1

	57
	1.20
	1.45
	0.96
	0.79
	0.79
	0.92
	0.89
	0.93
	0.99
	1

	58
	-0.70
	-0.44
	0.29
	0.60
	0.61
	0.59
	0.70
	0.67
	0.75
	1

	59
	1.07
	1.32
	0.98
	0.81
	0.75
	0.85
	0.91
	0.88
	0.94
	1

	60
	1.37
	1.62
	1.00
	1.00
	1.08
	1.04
	1.02
	1.02
	1.01
	1

	61
	0.92
	1.15
	0.99
	0.94
	0.96
	1.04
	1.05
	1.00
	0.01
	1

	62
	1.61
	1.84
	1.00
	1.00
	1.07
	1.04
	1.00
	1.01
	1.01
	1

	63
	1.41
	1.67
	1.00
	1.00
	1.04
	1.02
	1.00
	1.01
	1.01
	1

	64
	2.16
	2.38
	1.00
	1.00
	1.08
	1.02
	0.99
	1.00
	1.01
	1

	65
	1.07
	1.30
	1.00
	0.99
	1.13
	1.11
	1.08
	1.05
	1.03
	1

	66
	1.80
	2.04
	1.00
	1.00
	1.12
	1.00
	1.02
	1.01
	1.01
	1


Table 3. Correlations among scores
	
	Linear Discriminant Analysis
	Linear

Single-layer Perceptron
	Logistic Regression
	Logistic Single-layer Perceptron
	Multilayer Perceptron

	Linear Discriminant Analysis
	1
	0.999
	0.847
	0.847
	0.729

	Linear Single-layer Perceptron
	
	1
	0.847
	0.848
	0.730

	Logistic Regression
	
	
	1
	0.977
	0.867

	Logistic Single-layer Perceptron
	
	
	
	1
	0.848

	Multilayer Perceptron
	
	
	
	
	1


Figure 2 Synaptic weights of a MLP with two neurons in the hidden layer. 
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Figure 3 Synaptic weights of a MLP trained with accounting items.
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Appendix A. The data base used: 9 financial ratios for 66 Spanish banks. 
	Bank
	Status
	R1 
	R2 
	R3 
	R4 
	R5 
	R6 
	R7
	R8
	R9 

	1
	0
	0.2367
	0.1725
	0.2435
	0.0092
	0.0022
	0.0800
	0.0023
	0.9576
	0.0030

	2
	0
	0.2911
	0.2203
	0.2993
	0.0101
	-0.0223
	-0.8109
	-0.0229
	1.2040
	-0.0126

	3
	0
	0.4752
	0.3867
	0.4960
	0.0252
	0.0018
	0.0440
	0.0019
	0.9525
	0.0045

	4
	0
	0.3060
	0.1949
	0.3132
	0.0101
	0.0021
	0.0934
	0.0022
	0.9258
	0.0048

	5
	0
	0.2177
	0.1722
	0.2259
	0.0189
	0.0021
	0.0566
	0.0021
	0.9249
	0.0049

	6
	0
	0.4411
	0.3384
	0.4554
	0.0112
	0.0008
	0.0241
	0.0008
	0.9386
	0.0046

	7
	0
	0.2838
	0.2449
	0.3075
	0.0064
	0.0008
	0.0107
	0.0009
	0.9283
	0.0106

	8
	0
	0.3035
	0.2253
	0.3151
	0.0117
	0.0023
	0.0622
	0.0024
	0.8996
	0.0065

	9
	0
	0.3262
	0.2222
	0.3369
	0.0112
	0.0014
	0.0430
	0.0014
	0.9696
	0.0023

	10
	0
	0.4626
	0.3490
	0.5094
	0.0567
	0.0057
	0.0621
	0.0063
	0.8625
	0.0108

	11
	0
	0.5791
	0.4942
	0.6050
	0.0162
	0.0000
	0.0000
	0.0000
	0.9735
	0.0026

	12
	0
	0.5968
	0.4893
	0.6498
	0.0243
	0.0026
	0.0318
	0.0028
	0.6953
	0.0032

	13
	0
	0.4768
	0.2762
	0.5021
	0.0084
	0.0024
	0.0479
	0.0025
	0.9363
	0.0039

	14
	0
	0.5583
	0.2454
	0.5947
	0.0203
	-0.0135
	-0.2207
	-0.0144
	1.3492
	-0.0144

	15
	0
	0.4311
	0.3284
	0.4505
	0.0043
	0.0053
	0.1239
	0.0056
	0.8602
	0.0070

	16
	0
	0.4481
	0.2346
	0.4908
	0.0249
	0.0004
	0.0045
	0.0004
	0.9947
	0.0004

	17
	0
	0.3740
	0.2205
	0.3938
	0.0012
	-0.0537
	-1.0671
	-0.0565
	1.3713
	-0.0231

	18
	0
	0.3237
	0.2754
	0.3455
	0.0100
	0.0003
	0.0040
	0.0003
	0.9144
	0.0051

	19
	0
	0.2836
	0.1447
	0.3000
	0.0171
	0.0026
	0.0480
	0.0028
	0.9428
	0.0055

	20
	0
	0.3723
	0.1972
	0.3874
	0.0142
	0.0029
	0.0734
	0.0030
	0.9265
	0.0041

	21
	0
	0.2280
	0.1454
	0.2340
	0.0054
	-0.0026
	-0.1008
	-0.0026
	1.0199
	-0.0012

	22
	0
	0.3923
	0.2734
	0.4083
	0.0097
	0.0000
	0.0000
	0.0000
	0.9714
	0.0021

	23
	0
	0.2184
	0.1762
	0.2287
	0.0077
	0.0000
	0.0000
	0.0000
	0.8808
	0.0078

	24
	0
	0.3577
	0.2987
	0.3753
	0.0243
	-0.0822
	-1.7435
	-0.0862
	1.2671
	-0.0182

	25
	0
	0.4611
	0.3837
	0.4894
	0.0077
	0.0058
	0.0996
	0.0061
	0.8799
	0.0092

	26
	0
	0.2980
	0.2455
	0.3101
	0.0121
	0.0036
	0.0910
	0.0037
	0.9247
	0.0037

	27
	0
	0.3250
	0.2232
	0.3389
	0.0269
	0.0015
	0.0367
	0.0016
	0.9282
	0.0050

	28
	0
	0.2568
	0.1716
	0.2780
	0.0461
	0.0024
	0.0314
	0.0026
	0.8996
	0.0065

	29
	0
	0.4179
	0.3240
	0.4323
	0.0058
	0.0040
	0.1199
	0.0041
	0.8955
	0.0081

	30
	1
	0.2389
	0.1534
	0.2534
	0.0299
	0.0171
	0.2988
	0.0182
	0.6952
	0.0204

	31
	1
	0.3373
	0.2114
	0.3531
	0.0348
	0.0034
	0.0761
	0.0036
	0.7933
	0.0183

	32
	1
	0.3598
	0.3171
	0.3792
	0.0306
	0.0083
	0.1630
	0.0088
	0.8651
	0.0108

	33
	1
	0.4648
	0.3189
	0.4825
	0.0261
	0.0067
	0.1823
	0.0070
	0.8810
	0.0096

	34
	1
	0.3072
	0.2550
	0.3187
	0.0244
	0.0018
	0.0500
	0.0019
	0.9194
	0.0065

	35
	1
	0.4559
	0.2931
	0.4903
	0.0290
	0.0062
	0.0878
	0.0066
	0.8568
	0.0123

	36
	1
	0.5570
	0.3852
	0.6058
	0.0264
	0.0121
	0.1505
	0.0132
	0.7711
	0.0201

	37
	1
	0.6228
	0.4572
	0.6593
	0.0470
	0.0124
	0.2237
	0.0131
	0.7584
	0.0237

	38
	1
	0.3447
	0.2570
	0.3573
	0.0149
	0.0068
	0.1926
	0.0071
	0.8510
	0.0111

	39
	1
	0.3130
	0.2345
	0.3246
	0.0067
	0.0041
	0.1160
	0.0043
	0.8595
	0.0100

	40
	1
	0.3747
	0.1970
	0.3956
	0.0321
	0.0070
	0.1324
	0.0074
	0.8604
	0.0100

	41
	1
	0.3059
	0.2081
	0.3144
	0.0159
	0.0030
	0.1110
	0.0031
	0.9060
	0.0061

	42
	1
	0.3358
	0.2211
	0.3469
	0.0283
	0.0114
	0.3566
	0.0117
	0.7188
	0.0210

	43
	1
	0.4402
	0.3385
	0.4562
	0.0229
	0.0043
	0.1222
	0.0045
	0.8770
	0.0104

	44
	1
	0.3930
	0.2019
	0.4062
	0.0203
	0.0085
	0.2639
	0.0088
	0.8613
	0.0113

	45
	1
	0.2287
	0.0894
	0.2396
	0.0251
	0.0142
	0.3146
	0.0149
	0.7497
	0.0153

	46
	1
	0.4385
	0.3073
	0.4628
	0.0498
	0.0076
	0.1451
	0.0080
	0.8365
	0.0119

	47
	1
	0.6312
	0.0883
	0.7769
	0.1986
	0.0226
	0.1206
	0.0278
	0.7056
	0.0282

	48
	1
	0.4608
	0.3455
	0.4806
	0.0337
	0.0129
	0.3134
	0.0135
	0.7957
	0.0172

	49
	1
	0.5042
	0.3532
	0.5284
	0.0345
	0.0105
	0.2298
	0.0110
	0.7822
	0.0202

	50
	1
	0.2899
	0.1459
	0.3320
	0.0814
	0.0096
	0.0754
	0.0109
	0.7443
	0.0140

	51
	1
	0.2225
	0.1556
	0.2286
	0.0130
	0.0030
	0.1119
	0.0031
	0.8703
	0.0071

	52
	1
	0.3347
	0.2009
	0.3423
	0.0105
	0.0032
	0.1457
	0.0033
	0.8900
	0.0067

	53
	1
	0.4710
	0.3707
	0.5222
	0.0341
	0.0084
	0.0854
	0.0093
	0.8279
	0.0166

	54
	1
	0.3965
	0.3116
	0.4150
	0.0044
	0.0018
	0.0402
	0.0019
	0.9291
	0.0047

	55
	1
	0.5485
	0.3723
	0.5851
	0.0354
	0.0184
	0.2950
	0.0197
	0.7198
	0.0307

	56
	1
	0.3126
	0.2419
	0.3251
	0.0321
	0.0039
	0.1008
	0.0040
	0.8405
	0.0108

	57
	1
	0.7671
	0.4891
	0.8070
	0.0212
	0.0051
	0.1029
	0.0054
	0.8971
	0.0106

	58
	1
	0.4074
	0.2764
	0.4397
	0.0156
	0.0043
	0.0582
	0.0046
	0.8846
	0.0095

	59
	1
	0.4571
	0.2871
	0.4731
	0.0234
	0.0032
	0.0945
	0.0033
	0.8837
	0.0095

	60
	1
	0.4002
	0.2691
	0.4138
	0.0233
	0.0074
	0.2247
	0.0076
	0.8292
	0.0136

	61
	1
	0.4322
	0.2723
	0.4453
	0.0181
	0.0048
	0.1633
	0.0050
	0.8760
	0.0093

	62
	1
	0.4298
	0.3012
	0.4430
	0.0193
	0.0063
	0.2111
	0.0065
	0.8067
	0.0144

	63
	1
	0.3935
	0.2672
	0.4103
	0.0230
	0.0082
	0.1995
	0.0085
	0.7977
	0.0155

	64
	1
	0.4497
	0.2676
	0.4606
	0.0120
	0.0055
	0.2359
	0.0057
	0.8029
	0.0141

	65
	1
	0.3667
	0.2366
	0.3767
	0.0174
	0.0051
	0.1920
	0.0052
	0.8543
	0.0113

	66
	1
	0.3845
	0.2146
	0.3950
	0.0203
	0.0050
	0.1894
	0.0052
	0.8396
	0.0128


0= Failed; 1=Solvent.

Appendix B. Results using the complete sample and the Jackknife technique.
	Results using the complete sample
	Jackknife

	
	Linear 
Discriminant
	Multilayer 
Perceptron

	Bank
	Status
	Linear Discriminant

Analysis
	Linear

Singlelayer

Perceptron
	Logistic

Regression
	Logistic

Singlelayer

Perceptron
	Multilayer Perceptron
	Score
	Miscl.
	Score
	Miscl.

	1
	0
	 -1.30
	-1.08
	0.03
	0.05
	-0.01
	-1.27
	7
	0.03
	4

	2
	0
	-3.31
	-3.08
	0.00
	0.00
	0.03
	-6.42
	7
	0.10
	4

	3
	0
	-0.85
	-0.63
	0.04
	0.01
	0.05
	-0.71
	7
	0.17
	4

	4
	0
	-0.34
	-0.12
	0.36
	0.25
	-0.03
	-0.30
	7
	0.23
	4

	5
	0
	-1.01
	-0.78
	0.09
	0.10
	-0.08
	-0.95
	7
	0.07
	4

	6
	0
	-0.56
	-0.35
	0.10
	0.02
	-0.01
	-0.52
	7
	0.02
	4

	7
	0
	-1.16
	-0.92
	0.23
	0.30
	0.01
	-0.87
	7
	0.32
	4

	8
	0
	-0.57
	-0.35
	0.30
	0.25
	-0.04
	-0.56
	7
	0.24
	4

	9
	0
	-1.07
	-0.85
	0.02
	0.02
	-0.08
	-1.05
	7
	0.03
	4

	10
	0
	-0.68
	-0.38
	0.29
	* 0.53
	0.05
	-0.48
	7
	*  0.99
	4

	11
	0
	-1.44
	-1.24
	0.00
	0.00
	-0.02
	-1.30
	7
	-0.04
	4

	12
	0
	-2.21
	-1.95
	0.00
	0.02
	-0.01
	-2.18
	7
	0.20
	4

	13
	0
	-0.56
	-0.31
	0.03
	0.11
	-0.01
	-0.40
	8
	0.16
	4

	14
	0
	-3.02
	-2.72
	0.00
	0.00
	0.03
	-3.80
	7
	0.11
	4

	15
	0
	-0.70
	-0.49
	0.28
	* 0.51
	0.09
	-0.64
	7
	0.41
	3

	16
	0
	-1.92
	-1.62
	0.00
	0.01
	-0.06
	-1.91
	7
	0.14
	4

	17
	0
	-3.62
	-3.39
	0.00
	0.00
	0.03
	-4.35
	7
	0.04
	3

	18
	0
	-1.65
	-1.42
	0.00
	0.02
	0.01
	-1.64
	7
	0.04
	4

	19
	0
	-0.57
	-0.31
	0.14
	0.31
	0.04
	-0.50
	7
	0.35
	4

	20
	0
	-0.21
	 *  0.04
	0.17
	0.27
	-0.01
	-0.08
	8
	0.05
	3

	21
	0
	-1.82
	-1.60
	0.00
	0.00
	0.02
	-1.81
	7
	0.28
	4

	22
	0
	-1.12
	-0.90
	0.01
	0.01
	-0.06
	-1.12
	7
	0.03
	4

	23
	0
	-0.71
	-0.48
	0.27
	0.23
	0.03
	-0.61
	7
	0.25
	4

	24
	0
	-1.40
	-1.16
	0.00
	0.00
	0.03
	*  1.37
	8
	0.06
	3

	25
	0
	-1.08
	-0.87
	0.24
	0.42
	-0.04
	-1.00
	7
	0.13
	4

	26
	0
	-1.44
	-1.22
	0.02
	0.06
	0.08
	-1.43
	7
	0.09
	4

	27
	0
	-0.43
	-0.18
	0.15
	0.07
	0.13
	-0.39
	7
	0.06
	4

	28
	0
	-0.57
	-0.28
	0.14
	0.19
	-0.03
	-0.42
	7
	0.34
	4

	29
	0
	-0.27
	-0.07
	* 0.73
	0.50
	0.07
	-0.24
	7
	0.46
	5

	30
	1
	1.54
	1.81
	1.00
	1.00
	1.01
	1.53
	7
	0.93
	4

	31
	1
	2.32
	2.61
	1.00
	1.00
	1.01
	2.39
	7
	1.03
	4

	32
	1
	* -0.41
	* -0.17
	0.92
	0.86
	0.99
	* -0.62
	8
	0.76
	4

	33
	1
	0.66
	0.90
	0.98
	0.92
	1.01
	0.62
	7
	0.96
	4

	34
	1
	* -0.57
	* -0.33
	* 0.29
	* 0.09
	0.96
	* -0.70
	7
	* 0.06
	5

	35
	1
	0.27
	0.54
	0.95
	0.96
	1.00
	0.23
	7
	0.99
	4

	36
	1
	0.78
	1.03
	1.00
	1.00
	1.01
	0.57
	7
	0.97
	4

	37
	1
	2.74
	3.02
	1.00
	1.00
	1.01
	2.96
	7
	1.07
	4

	38
	1
	0.27
	0.50
	0.99
	0.98
	1.05
	0.25
	7
	1.08
	3

	39
	1
	* -0.05
	0.17
	0.93
	0.89
	0.98
	* -0.10
	7
	0.77
	4

	40
	1
	0.72
	1.00
	0.98
	0.98
	1.01
	0.69
	7
	0.97
	5

	41
	1
	* -0.21
	0.01
	0.59
	* 0.44
	0.98
	* -0.25
	7
	* 0.35
	4

	42
	1
	2.65
	2.92
	1.00
	1.00
	1.01
	2.79
	7
	0.95
	3

	43
	1
	0.51
	0.73
	0.98
	0.76
	0.89
	0.47
	7
	0.69
	4

	44
	1
	1.35
	1.60
	1.00
	1.00
	1.04
	1.33
	7
	1.12
	4

	45
	1
	1.34
	1.62
	1.00
	1.00
	1.01
	1.29
	7
	1.01
	4

	46
	1
	0.93
	1.22
	0.99
	0.96
	1.01
	0.86
	7
	0.99
	4

	47
	1
	2.34
	2.51
	1.00
	1.00
	1.01
	4.85
	8
	0.97
	4

	48
	1
	1.54
	1.79
	1.00
	1.00
	1.01
	1.54
	7
	1.00
	4

	49
	1
	2.36
	2.63
	1.00
	1.00
	1.01
	2.43
	7
	1.01
	3

	50
	1
	0.59
	0.87
	1.00
	1.00
	1.01
	0.33
	7
	0.88
	4

	51
	1
	* -0.32
	* -0.09
	0.69
	0.71
	1.01
	* -0.42
	7
	0.59
	4

	52
	1
	0.29
	0.50
	0.89
	0.80
	1.03
	0.23
	7
	0.72
	4

	53
	1
	* -0.59
	* -0.34
	0.97
	0.98
	1.01
	* -1.14
	8
	1.01
	4

	54
	1
	* -1.25
	* -1.04
	* 0.02
	* 0.03
	1.01
	* -1.35
	7
	* 0.01
	5

	55
	1
	3.37
	3.64
	1.00
	1.00
	1.01
	4.02
	7
	0.97
	4

	56
	1
	0.52
	0.77
	0.98
	0.87
	0.97
	0.46
	7
	0.80
	3

	57
	1
	1.20
	1.45
	0.96
	0.79
	0.99
	1.03
	7
	0.51
	4

	58
	1
	* -0.70
	* -0.44
	* 0.29
	0.60
	0.75
	* -0.86
	8
	0.57
	4

	59
	1
	1.07
	1.32
	0.98
	0.81
	0.94
	1.05
	7
	0.72
	3

	60
	1
	1.37
	1.62
	1.00
	1.00
	1.01
	1.38
	7
	1.09
	4

	61
	1
	0.92
	1.15
	0.99
	0.94
	0.01
	0.90
	7
	0.99
	3

	62
	1
	1.61
	1.84
	1.00
	1.00
	1.01
	1.62
	7
	1.11
	4

	63
	1
	1.41
	1.67
	1.00
	1.00
	1.01
	1.42
	7
	1.08
	4

	64
	1
	2.16
	2.38
	1.00
	1.00
	1.01
	2.23
	7
	1.17
	4

	65
	1
	1.07
	1.30
	1.00
	0.99
	1.03
	1.06
	7
	1.12
	4

	66
	1
	1.80
	2.04
	1.00
	1.00
	1.01
	1.82
	7
	1.11
	4


0= Failed; 1=Solvent

* indicates if the bank has been misclassified. 

The Miscl. column indicates the number of misclassifications using the Jackknife technique.

I would first like to thank Dr. Trigueiros, Dr. Refenes and Dr. Baestaens for the effort and time they have dedicated to the patient study of my paper.  I would also like to thank Professor Adcock, the editor of EJF for the opportunity to offer my rejoinder to the three commentaries.  Dr. Trigueiros questions the usefulness of neural networks in this type of work.  Therefore, in his reflections he raises the important question, why use neural networks?.  Dr. Refenes has provided an in-depth consideration of what is today a key aspect of neural networks, namely model identification.  That is to say, if neural networks are employed, then what is their best configuration?. The commentaries of Dr. Baestaens make reference to new possibilities for neural networks and include a robust way of analysing the weights of the Multilayer Perceptron (MLP).  He poses the question of how the results are to be interpreted.  I should say from the outset that I am in agreement with most of the observations made by all three of them.


The use of artificial neural networks in the analysis of financial information has experienced explosive growth.  However, as a result of the very nature of this growth, many exaggerated claims have been made, falsifying the true advantages of the methodology, and false expectations have been created.  There are many published papers that report the excellent results obtained with neural networks, but one has to be prudent.  When feedforward neural networks are compared with statistical models, and given the excellent capacity of the former to represent all types of functions, a better performance is frequently obtained with them. However, there are no guarantees that the results will be equally good when a test is carried out using an independent sample of firms.  Indeed, it is possible that the most appropriate statistical model might not have been selected, in that many of these models rest on a hypothesis that needs to be tested.  Neither are there any guarantees that the best statistical model is being used, nor that the most appropriate neural network configuration has been selected.  Finally, we cannot know whether it is only neural network success results that are being published, with the failures never seeing the light of day.


The results of these studies, belonging to what Trigueiros describes as "first generation" pieces of research, are not conclusive by virtue of their empirical nature and it is necessary, therefore, to continue research into precisely what problems and under precisely what conditions can neural networks offer a more efficient solution than the more habitually used models.  Our objective was to carry out research that would place greater emphasis on the nature of the financial data and that would help the EJF reader to better understand the advantages and the precautions that must be taken with MLP and the similarities and differences that exist with other, better known, statistical techniques.


Neural networks do not suppose the appearance of a revolutionary technique for the analysis of financial data; rather, they represent only a small step forward.  The true advance was that made by Beaver (1966) and other pioneers.  His well known study showed how various simple univariate techniques could be useful for such a complex task as the forecasting of business failure.  We all recall the intuitive graphics with which he demonstrated how bankrupt firms presented ratios whose values worsened year on year.  In our own paper, we can note the box plots of ratios 6, 7, and 9, which make further analysis almost unnecessary.  However, researchers quickly took into account that the simultaneous study of a set of financial variables offered certain advantages and they began to apply increasingly more sophisticated multivariate mathematical models.


It is frequently forgotten that some of these multivariate models, such as linear discriminant analysis, as used by Altman (1968) are optimal in the literal sense of the word, that is to say, they are not capable of improvement if a series of hypotheses are complied with. Whilst neural networks are not optimal, it is nevertheless the case that if these hypotheses are not satisfied, then such networks, and other non-linear models, can be advantageous.  Therefore, it is necessary to begin with a detailed study of the information in order to select the most appropriate mathematical model.  In our paper, having first analysed a set of financial ratios, it is empirical confirmed that, given the non-normality of some of these ratios, the existence of firms with atypical values and the non-linearity of the problem, it is not advisable to choose linear discriminant analysis, the logit or the simple perceptron, but rather to opt for non-linear models such as MLP.  Although the theory invites us to be very cautious in these respects, the papers that draw on real world experience, such as that of Altman, Marco and Varetto (1994), usually reveal few differences between the results obtained from the use of one technique as against another.


With the aim of providing a visual demonstration of the influence of financial ratios in situations of bankruptcy and of the similarities between the banks being analysed, we have carried out a factorial analysis. With this analysis we set out to reduce the 9 ratios into various factors. We have found that the first three factors explain 93.3% of the variance; specifically, the first explains 52.9%, the second 28.4% and the third 12.1%. The first dimension is identified with the profitability ratios (ratios 5, 6, 7, and 9) and, indeed, it is this dimension which best explains company bankruptcy. The second gathers the first three ratios, all of them related to the liquidity of the company. Given that the first two factors explain 81.3% of the variance, the visualization of both allows us to give a fairly approximate idea of the relationships between each bank. Figure 1 reproduces the results of the first two factors of the factorial analysis for the 66 banks. As we can see from the graphic, it is generally the case that the bankrupt companies (1-29) are found on the left of the map and the solvent ones (30-66) on the right. Having said that, there is a large central zone in which both bankrupt and solvent companies exist. The aim of LDA and MLP is to find the function which best discriminates both regions. The groups are linearly nonseparable.. 
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Figure 1. Factorial Analysis of Banks. Factor 1 signifies profitability and factor 2 liquidity.


Dr. Baestaens presents a scatterplot of inputs and outputs for each hidden neuron.  He finds that observations 24, 17, 2, 14, 21 and 42, 45, 47 and 55 behave in a non-linear fashion.  From a study of Figure 1 we can clearly appreciate the atypical behaviour of these companies.  Dr. Baestaens demands more information on the case that we argue.  A significant volume of such information has already been published, although the majority is contained in papers written in Spanish.  In our paper we quote the most relevant of these publications.  The situation was viewed with such concern on the part of Central Government that the Fondo de Garantía de Depósitos, a body dependant upon the Bank of Spain, was set up in response to the crisis being experienced by the Spanish banking sector.  The Bank of Spain was able to stabilise crisis-hit banks by way of this Fund, which was nourished by contributions from the solvent banks.  It was so efficient that the deposits of private customers were not affected.  In our research we understand bankruptcy to mean intervention on the part of this Fund, and indeed  51 of the 108 banks that operated in Spain required such intervention.


For his part, Dr. Trigueiros suggests that the authors should ask themselves whether there is any theoretical reason to support the relevance of XOR-like interactions in explaining how firms go bankrupt.  From our point of view, non-linearity is a typical phenomenon in company bankruptcy, although the XOR case is an extreme one.  In a certain sense, it can be equated with a building: if one brick is removed, nothing happens; if one hundred are removed, again nothing happen; however, with the removal of the one hundred and first, the whole building collapses.  By way of example, we offer the specific case of one Spanish bank, Banesto, one of the biggest in the sector.  It was quoted normally on the capital markets and was considered to be solvent, although rumours were circulating that it was in difficulties.  Special circumstances, that remain unclear to this day  -the crucial one hundred and first brick- resulted in the Bank of Spain intervening in Banesto on 28th December 1993.  By the following day, its shares were worth nothing.


In our view, one of the reasons that justifies the non-linearity between financial ratios and the probability of bankruptcy is that a significant part of accounting information, the raw material of these studies, is found to be adulterated.  Creative accounting was an explanatory reason for this non-linearity in the case of the data we have employed, in that a significant number of bankrupt banks accounted for bad debts in current assets.  As a result, these banks presented abnormally high liquidity ratios.  Although financial controls have increased significantly, it is nevertheless the case that more recent examples of bankruptcy in the Spanish banking sector, such as the above mentioned case of Banesto, have once again exhibited similar facts.  If the financial deterioration of this particular bank was already in place before 1993, this was not obvious from the published accounts.  The auditor's report did not appear to reveal any impropriety and did not qualified the accounts.  Having been stabilised by the Bank of Spain, Banesto was acquired by another large bank in August 1994, although it continues to exist as an independent entity.  In May 1997, its stock market quotation had surpassed the most optimistic forecast and it is today one of the most highly regarded shares on the market.  This is another example of non-linear behaviour, in this case between financial ratios and share-price quotation.


Having said that, creative accounting is not the only source of this non-linear behaviour.  It is clear that the most solvent firms achieve high profits.  But there are many companies with high profits that nevertheless suppose a high risk for the investor.  Here we can all think of bond issues that offer high returns but with little security.  Furthermore, banks do not lend their money to the most profitable firms, but to those that can best repay the loan.  We can find similar behaviour in the debt ratio: to have indebtedness is considered positive if the return that the company obtains is higher than the rate of interest, but at the moment when the interest rate on its debt exceeds its internal rate of return, the indebtedness becomes a burden that can have an effect on solvency.  We can even find theoretical support in the liquidity ratios that relates non-linearity with the success of the company.  Low ratios could indicate liquidity problems, but excessively high ratios could also be negative, in that they imply that the company maintains a high percentage of cash without investing it.


The commentaries of Dr. Refenes, refer to model identification for ANN.  This issue poses formidable theoretical and practical problems which are a result of the inherent non-linearity of the problem.  The proposed solution is very rigorous, and certainly more than the intuitive methodology we have employed.  However, our objective was not to find the best performance.  In our paper, we have been guided by a didactic spirit and have therefore placed emphasis on demonstrating to the reader how, by changing the transfer functions or by using a structure without a hidden layer, we could obtain results that are practically equal to those presented by discriminant analysis and logit.  This is simply because, in their majority, neural networks are modelled by way  of well-known multivariate mathematical models or variants of the same.  Furthermore, the multivariate mathematical models chosen to represent the neural networks use various estimation algorithms in order to find the values of the parameters which are similar to those used in the better known statistical models.  Indeed, although in practice it is usual to work with specific neural network computer programmes, many statistical programmes -SAS, MathLab, etc.- are perfectly valid.


Following this same didactic spirit, we have preferred to use jackknife rather than bootstrapping.  This technique allows for a better understanding of the results and any researcher can repeat the calculations.  The Annex contains the results obtained for each one of the 66 tests.  The reader can appreciate, for example, companies such as 10 or 24 that have been well classified by PMC and LDA when the complete sample has been used, but that have been miss-classified when jackknife has been used.  Note the situation of both companies in Figure 1 of this rejoinder.


Following these observations and in bringing our rejoinder to a close, we venture to suggest to the reader that he begins with the review of the existing literature that is provided by Dr. Trigueiros, who offers commentaries that are more critical and well-chosen than those to be found in our own introduction.  These commentaries have been extended in his recent paper, see Trigueiros and Taffler (1996).  Subsequently, the reader should turn to Dr. Refenes' contribution on model identification, which presents the latest advances in this fundamental issue and which have been developed in his own paper, see Refenes and Zapranis (1996).  It would now be appropriate to read our paper and to finish with the commentaries of Dr. Baestaens, who presents a more robust way of analysing the weights of the MLP.
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� The MLP is not only capable of emulating the behaviour of LDA or logistic regression. Other multivariate statistical models can assimilate a neural network. Thus, factor analysis is represented neurally by way of a network, where the first layer is made up of factors and the second of variables. In this sense, Van de Geer (1971, page 88), in a manual aimed at explaining multivariate statistical analysis and its applications to the social sciences, illustrates multivariate statistical models by way of graphics; these graphics can be directly equated to what we understand today as neural network models. The relation between factorial analysis and MLP has been studied by Baldi and Hornik (1989).





� For example, by including the product of various financial ratios as an input, we have been able to reduce the number of misclassifications in the logistic regression estimated in section III.2 from four to two (test not reported in Appendix B; firms 29 and 54 were misclassified). The use of more complex statistical models, such as projection pursuit regression, would probably have also achieved the adjustment of the function to the maximum, even without these two errors.
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